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A B S T R A C T

The primary goal of artificial ground freezing (AGF) system is to create a hydraulic barrier encircling working
areas and stall groundwater seepage. This goal is achieved once a consolidated frozen wall is developed between
the freeze pipes. Groundwater flow, however, has an undesirable effect on the formation and the growth rate of
the frozen body - high water flow could hamper, totally, the establishment of a merged frozen wall between two
freeze pipes. Therefore, it is of great interest to evolve a reliable prediction of the transient response of the
ground structure toward the AGF process under high seepage flow conditions. This work interprets the multi-
phase heat transfer that accompanying the development of a frozen body between two freeze pipes with and
without the presence of the groundwater seepage. A mathematical model has been derived, validated, and
implemented to simulate the effect of the coolant's temperature, the spacing between two freeze pipes, and the
seepage temperature on the closure time and the shape of the frozen body. The results are presented in terms of
temperature fields, phase-change interface, velocity-streamlines, and heatlines. The results indicate that spacing
between two pipes and seepage velocity have the highest impact on the closure time and the frozen body width.

1. Introduction

Artificial ground freezing (AGF) is employed in many practical en-
gineering applications, for example, in underground mines [1], tun-
neling [2,3], and environmental engineering (hazardous waste man-
agement) [4–6]. Groundwater seepage may have a strong impact on the
AGF process, affecting the development of the frozen body, closure
time, and, in specific circumstances, prevent the creation of a close,
frozen body between two freeze pipes. Understanding the coupled
thermal and hydraulic mechanisms associated with AGF process is
crucial in many processes, and is thus of considerable practical and
theoretical interest.
A typical AGF system consists of two primary domains: (i) the flow

of sub-zero coolant in a network of freeze pipes, and (ii) porous ground
structure surrounding the pipes. The heat flow between the adjacent
domains occurs through the coupled pipe's wall; this is termed a con-
jugate problem. The physical processes associated with the conjugate,
multi-phase AGF process has been discussed thoroughly in our previous
work [7].
The freezing process in the ground is governed by two main me-

chanisms of energy transfer: conductive heat transfer, and forced-con-
vective heat transfer due to groundwater seepage. Since the first model

elaborated by Sagner and Sayles [8], several studies [9–12] addressed
the freezing process by solving the conduction energy equation; thus
considering the conduction as the principal mechanism of energy
transfer. In the last decade or so, various researches discussed a satu-
rated porous medium subject to groundwater seepage [13–20]. These
studies modeled the thermal-hydraulic mechanisms by solving the
conservation equation of mass and energy. The effect of the ground-
water seepage is formulated as a function of the capillary pressure at
the phase-change interface. Huang et al. [14] considered the effect of
segregation potential in the formulation of the water seepage, which is
a function of the average suction in the freezing interface. Yu et al. and
McKenzie et al. and [16,17] modeled the seepage velocity as a function
of the water head and the specific yield (the volume of water drained-
out from a given porous medium under the forces of gravity), and
pressure storativity (the volume of water released from a saturated pore
aquifer due to a unit drop in hydraulic head per total volume), re-
spectively. Also, Fowler and Krantz [13] employed the cryostatic suc-
tion in the formulation of the groundwater seepage. On the other
contrary, in order to model the thermal aspects of the phase-change
phenomenon, the latent heat of fusion, in these studies, was added to
the specific heat capacity of water; this approach is known as the ap-
parent heat capacity approximation. These approaches, however,
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require careful consideration of the temperature, velocity, and latent
heat progression in the freezing interface [21]. Alternatively, other
researchers [7,22] implemented the enthalpy-porosity approach pro-
posed by Voller and Prakash [23]. This method represents the phase-
change interface as a porous zone; the movement of the freezing in-
terface is governed by a modified Darcy source term in the conservation
equation of momentum. The enthalpy-porosity is introduced to simplify
the modeling requirements without compromising the accuracy of the
results. König-Haagen et al. [24] conducted a comprehensive study to
evaluate the corresponding accuracy of the most used macroscopic
energy formulations. They concluded that, as a rule of thumb, the en-
thalpy-porosity formulations are more robust and precise, as compared
to the apparent heat capacity approach.
In conductive heat transfer problems, heat-flux lines and isotherms

are commonly used as standard techniques to visualize the heat
transfer. Yet, once convective heat transfer is introduced, either natu-
rally or forced by a fluid flow, one cannot generate an accurate picture
of net energy flow by only monitoring these visualization tools. Instead,
Kimura and Bejan [25] introduced a generalized concept that could be
used to visualize the transfer of heat by fluid flow in convective heat
transfer problems, which could be extended to include phase-change
processes. Named as “Heatlines Visualization,” the approach is an at-
tractive option that could be dealt with as the convection counterpart of
the heat-flux lines used in conduction problems. To the best of our
knowledge, however, limited literature (for example [26–28]) applied
this concept to visualize the net energy flow in forced-convective heat
transfer problems that include phase-change processes.
To continue the work on mathematical modeling and computation

of the artificial ground freezing, the mechanistic model by Alzoubi et al.
[7,29] is extended to quantify the impact of the groundwater seepage
on the progression of the frozen body; in particular, the effect on the
closure time and the shape and thickness of the frozen wall. Within this
framework, a study is then carried out to evaluate how key factors -
spacing between freeze pipes, seepage velocity, coolant's temperature,
and seepage's temperature - affect the performance of AGF process. In
essence, the mechanistic model considers the two-phase conservation of
mass, momentum, and energy. The results are demonstrated in terms of
closure time, temperature fields, phase-change iso-therms, streamlines,
and heatlines.
In the following, the model development along with its numerical

implementation is described in the first part. A brief discussion of the

model validation is followed in the second part. The results of a para-
metric study that highlights the influence of the design and operating
conditions of an AGF system is then carried out. Finally, conclusions are
drawn with emphasis on the impact of various design and operating
parameters on the AGF under seepage conditions.

2. Model development

Fig. 1 (a) shows a schematic diagram of an AGF system with parallel
freeze pipes configuration. A horizontal cross-section that contains two
freeze pipes and the surrounding porous ground structure is considered
in this study, as illustrated in Fig. 1(b). In order to reduce the AGF
model from a general 3D model to a 2D geometry, which describes a
cross-section, the model is limited to a plane in which the groundwater
flow and heat transfer in the axial direction (z-direction) are small
enough to be neglected as compared to the horizontal directions. In this
study, the groundwater is assumed to flow horizontally. Hence, the flow
in the axial direction could be safely neglected. Vitel et al. [1,30] stu-
died the ground freezing around vertical freeze pipes. The results
showed that the horizontal temperature gradient in the ground is sig-
nificantly larger than the axial temperature gradient. Therefore, the
horizontal heat flux between the freeze pipe and the ground structure is
more dominant, as compared to the axial heat flux between ground
strata. Further, the freeze pipes in this study are arranged in a uniform
parallel configuration. The interaction between each two freeze pipes is
assumed to be identical; thus the domain under consideration is set as a
2D symmetry geometry. The dimensions of the computational domain,
the thermo-physical properties of the ground, and the initial and
boundary conditions are based on Pimental et al. experiment [31,32].

2.1. Governing equations

A mathematical model is developed to study the artificial freezing
process within a fully saturated porous medium. The domain comprises
a solid matrix containing spaces (pores) filled with one or several water
phases. The following discussion intends to describe the mass, mo-
mentum, and energy equations that govern the thermal and hydraulic
aspects of the AGF process. The local volume averaging approximation
is implemented over a representative elementary volume to formulate
the conservation equations through which the porous medium is treated
as a continuum, as depicted in Fig. 2 (left). Within this volume element,

Nomenclature

CE Ergun's coefficient [−]
Cm Mushy constant (5 10 )6× [−]
C0 Empirical coefficient [−]
cp Specific heat capacity [J/(kg.K)]
D Diameter [m]
E Energy [W/m2 ]
h Specific enthalpy [J/kg]
H Heat function [W/m]

H Latent heat of fusion [J/kg]
K Permeability [m2 ]
k Thermal conductivity [W/(m.K)]
L, Length [m]
p Pressure [Pa]
Pe Péclet number [−]
q Heat flux [W/m2 ]
SH Source term [W/m3]
T Temperature [K]
t Time [s]

u vu, , Velocity [m/s]
V Volume [m3 ]

Greek Letter

α Thermal diffusivity [m2/s]
γ Liquid fraction [−]
φ Porosity [−]
μ Viscosity [Pa.s]
ρ Density [kg/m3 ]

Volume averaged quantity [−]
θ Local quantity [−]
ψ Stream function [m2/s]

Subscripts

e Effective
g Ground
init Initial

Liquid
p Particle
s Solid
w Wall
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any local quantity θ is converted into a volume-averaged value using
the following expression [33]:

V
dV1

V
= (1)

Also, the pore velocity is defined, based on Dupuit-Forchheimer
relationship [34], as u u( )= , φ is the porosity, and u is the pore
water velocity. The governing equations could be written under the
local volume averaging approach as below:
Conservation equation of mass:

t
u( ) ( ) 0+ = (2)

Conservation equation of momentum [23,33]:
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where SD, SF , and Sm are Darcy, Forchheimer, and mushy source terms,
respectively.
The Darcy and Forchheimer terms represent the total resistance to

the flow. The quadratic Forchheimers term, SF , is added for high see-
page cases. CF is a friction factor commonly known as Ergun's coeffi-
cient [35]. The soil's permeability K is formulated, based on the semi-
empirical Carman-Koseny equation [33], as a function of the porosity φ
and the diameter of a soil particle Dp:

K
D

C (1 )
p
2 3

0
2=

(4)

The empirical coefficientC0 is usually taken to be a constant and can
be adapted for various soil geometries. In this study we consider a value
of 180, which is calculated based on the assumption that the ground

structure consists of uniform sized spheres [36].
The last term in Eq. (3), Sm, is a modified Darcy source term that is

used to force the superficial velocity, u, to a value close to zero within
the mushy zone. A small constant is generally added to the denominator
of the source term to avoid division by zero. Cm is a constant that is
based on the morphology of the porous structure. The value of this
constant was calibrated from 1 105× to 1 107× ; the value of 5 106× fits
best with experimental data, and it is used in this study.
Conservation equation of energy: In this study, the local thermal

equilibrium (LTE) hypothesis is implemented. This approach assumes
that at any time, t, the temperature difference between the soil particle,
groundwater, and ice at pore scale, p, is smaller than the global tem-
perature difference at the system scale length. Thus, it is safe to be
neglected. The justification behind the LTE assumption has been dis-
cussed thoroughly in our previous study [7]. The LTE conservation
equation of energy could be written as:

t
h h k T H

t
Hu u( ) ( ) ( ) ( [ ])]e

SH

+ = +

(5)

where

h h h h( (1 ) ) (1 )s s p p= + + (6)

s, , and p describe the phases: liquid water, solid water (ice), and soil
particle, respectively. h stands for the sensible enthalpy of the liquid
water. γ is the water fraction. The effective thermal conductivity, ke, is
defined based on the parallel arrangement approach as [33,37]:

k k k k( (1 ) ) (1 )e s p= + + (7)

The source term, SH , is used to induce the latent heat of fusion, H ,
during the phase-change process. In the liquid zone, the source term
takes a value of zero. Within the mushy zone, the source term increases
as the local liquid fraction, γ, decreases from its liquid value of 1 to its
solid value of 0. The value of the liquid fraction, γ, could be defined,

Fig. 1. (a) schematic diagram of Pimentel et al. experiment [32]. (b) Computational domain that includes two freeze pipes.
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within the mushy zone, as shown in Fig. 2 (right) [38]. The selection of
different formulation could influence, to a certain point, the interaction
between the solid region and the mushy zone. In this study, a linear
formulation is considered

T T T
T

( )
2

f= (8)

Generally, the temperature range of the mushy zone, T2 , during
AGF process is significantly small, where T2 0.1[°C] [7]. This small
value will reduce the influence of liquid fraction formulation on the
freezing process. However, in specific cases, such as rock fracture, the
temperature range within the mushy zone could reach 6 [°C] [30]. In
such problems, further examination to select the proper formulation
should be considered.

2.2. The concept of heatlines

The concept of the heatlines is evolved, basically, from the use of
stream-function and streamlines to visualize the fluid flow. In two-di-
mensional Cartesian coordinates, one can define the steam-functions as
below:

y
u

x
v,= =

(9)

where x y( , ) is the stream-function. The flow, by definition, is locally
parallel to the constant line of the stream-function, ψ, (i.e., streamlines).
Thus, although there is no explicit substitution for the velocity com-
ponents u v( , ) as the source of the local flow attributes, constant
streamlines provide a valuable observation of the fluid flow and its
characteristics.
Similarly, heat-function and heatlines are introduced as a visuali-

zation aid of the transfer of heat by fluid flow. As equation (9) should
fulfill the conservation equation of mass, heat-functions should satisfy
the conservation equation of energy. Hence, the definition of heat-
function could be described as [39]:

H
y

E H
x

E,x y= =
(10)

where

E u h H k T
x

E v h H k T
y

[ ] , [ ]x y= + = +
(11)

Ex and Ey describe the net energy flow in the x-direction and y-direc-
tion, respectively. According to this definition, the net energy flow is
locally parallel to the heatlines (i.e., H=constant). Therefore, heatlines
could be used to describe the actual path of the energy flow.

2.3. Initial and boundary conditions

The initial and boundary conditions of the current mathematical
model are defined as below:

• Initial condition —Initial temperature and initial velocity at t 0= .

T T T u u,g w init init= = = (12)

• Freeze pipes' wall —Dirichlet boundary conditions for temperature
and no-slip conditions.

T T u, 0w= = (13)

• Ground (left and right boundaries) —Neumann boundary condition
for temperature in case of no-seepage scenario.

Tn 0= (14)

Dirichlet boundary for pressure in case of seepage scenario.

p p p p(left boundary) | (right boundary)in out= = (15)

• Ground (top and bottom boundaries) —Symmetry boundaries (i.e.
zero normal velocity, and zero normal gradients of any variable at
the symmetry planes.)

n u n0, 0= = (16)

3. Numerical simulations

The computational domain was developed and meshed using ANSYS
software package 16.1. A mesh-sensitivity procedure was performed to
ensure the solution's independence. The domain was meshed at the
beginning with a coarse mesh consisting of 1 103× regular, quad ele-
ments, followed by several mesh adaptations until the difference in
computed ground's temperature was below 1%. In addition, the influ-
ence of the ground's boundaries on the AGF process has been in-
vestigated; different widths of the computational domain in the x-di-
rection, ranging from 1 [m] to 100 [m] were implemented, and the
ground's temperature at the center between the freeze pipes was com-
pared to ensure a boundary condition independence. For example, in
the case of 1.0 [m] space between two freeze pipes, a domain with a
width of 11 [m] gave less than 1% deviation compared to the 100 [m]
width.
The governing equations along with the initial and the boundary

conditions were solved using the finite volume method. The transient
coolant temperature (Fig. 3), water and sand thermo-physical proper-
ties (Fig. 4 and Table 1), and groundwater seepage were specified and
implemented into the numerical model using a user-defined functions

Fig. 2. A schematic of a representative elementary volume (REV) during AGF process, considering the phase-change interface as a mushy zone (left) (after [35]).
Possible forms for liquid fraction, γ, within the mushy zone (right) (after [38,41]).
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(UDFs). The numerical model was solved with the Semi-Implicit Pres-
sure-Linked Equation (SIMPLE) algorithm and second-order upwind
discretization. The convergence criteria were set to 1 10 6× for all
equations.

4. Model validation

The numerical model is validated against experimental data from
Pimentel et al. [31,32] and Sres [40]. They conducted several experi-
ments with and without seepage conditions. The lab-scale setup is
characterized by an insulated container with inner dimensions of (1.2
[m]× 1.3 [m]× 1.0 [m]) that contains three vertical freeze pipes with
outer diameters of 0.041 [m], as depected in Fig. 1. In order to simulate
the groundwater seepage, two constant-head water tanks have been
installed at the opposite faces, perpendicular to the freeze pipes ar-
rangement. More than 70 thermocouples have been installed, at three
vertical levels, across one freeze pipes in the x-direction, between two
freeze pipes in the y-direction, and at the top and bottom of the freeze
pipes’ wall. The uncertainties of the thermocouples readings were not
explicitly mentioned in the literature [31,32,40]. However, based on
the experimental methodology discussed by Pimentel et al. [31,32], we
presume that the data is accurate to be used for validation purposes.
The readings of the walls’ temperature were curve-fitted, averaged,

and used in the model as a transient thermal boundary condition, as
shown in Fig. 3. The temperature of the groundwater seepage was set at
the initial ground temperature (15 [∘C] for the no-seepage case, and 20
[∘C] for the other cases). Four scenarios of seepage flow v( 0,1.0, 1.4,=
and 2.0 [m/d]) have been investigated and validated in this study. For
the seepage cases, a velocity inlet boundary condition was employed at
the beginning. As soon as the hydraulic condition was stabilized, the
groundwater inlet was switched into a pressure inlet condition utilizing
the corresponding inlet pressure. This shift mimics the actual scenario
of an AGF under seepage condition, where the seepage velocity is af-
fected by the reduction of the cross-sectional area between two freeze
pipes due to ice growth. The cooling phase started once the hydraulic
condition is stabilized. The properties of the materials involved in this
study are listed in Table 1. The temperature-dependent properties of
water and ice were implemented in the numerical simulation via a
UDFs. Good agreement between the model and the experimental data
was observed, which can be discerned from Fig. 5.

5. Results and discussion

The results of the validated model are utilized to illustrate the effect
of groundwater seepage on the progression of the frozen body at dif-
ferent time stage. The discussion compares the behavior of the heatlines
with the behavior of the velocity's streamlines. After that, the frame-
work of the mathematical model is extended to simulate the AGF pro-
cess with a typical field configuration of parallel freeze pipes. In this
study, four key parameters, determining the performance of an AGF
process in terms of the thickness and the shape of the frozen body, and
closure time, are evaluated with regard to the spacing between two
freeze pipes, the velocity of groundwater seepage, brine's temperature,
and seepage's temperature, as presented in Table 2.

5.1. Progression of the frozen body

Fig. 6 and Fig. 7 depict the growth of the frozen wall under various
seepage scenarios (0, 1.0, 1.4, and 2 [m/day]) at different time stages
(1,5, 20, and 40 [hr]); Fig. 6 describes the temperature contours and the
streamlines, while Fig. 7 shows the magnitude of the net energy flow
and the heatlines at the same conditions. The results are based on the
design and operating parameters of the validated model (see Section 4).
Fig. 6 (a)-(d) describes the temperature contour and the phase-

change isotherms at no-seepage condition after 1, 5, 20, and 40 [hr] of
freezing, respectively. With no-seepage, the freeze pipes are the pri-
mary heat sink, and conductive heat transfer is the main heat transfer
mechanism. Therefore, a symmetric frozen body between the freeze
pipes is observed in these cases. Correspondingly, the associated hea-
tlines are pointed directly into the freeze pipes, as illustrated in Fig. 7
(a)-(d).

Fig. 3. Wall boundary condition of each freeze pipe under different seepage
scenarios: (a) no-seepage; (b) seepage of 1.0 [m/d]; (c) seepage of 1.4 [m/d];
and (d) seepage of 2.0 [m/d] (Adapted from Ref. [32]).

Fig. 4. Water temperature dependent properties: (a) density, (b) specific heat
capacity, (c) thermal conductivity, and (d) viscosity.

Table 1
Material properties used in this study.

Properties Value

Thermal conductivity (sand particle) [W/(m.K)] 4.9
Density (sand particle) [kg/m3] 2664
Specific heat capacity (sand particle) [J/(kg.K)] 826
Porosity [%] 36
Permeability [m2] 1.8×10−11

Latent heat of fusion [J/kg] 334000
Water liquidus temperature [∘C] 0.1
Water solidus temperature [∘C] 0.0
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At the beginning of the AGF process, the heat transfer occurs only
around the freeze pipes. Thus, the heatlines are only shown in the
middle of the domain of interest pointed toward the freeze pipes, as
observed in Fig. 7 a. As more heat is extracted from the ground, the size
of the frozen body increases and the heatlines start to expand, as shown
in Fig. 7 (b). As time advances, the heat extraction reaches the edge of
the domain of interest. The energy flows directly toward the freeze
pipes, following the path of the heatlines, as shown in Fig. 7 (c) and (d).
It is important to recall here that since the main mechanism under the
no-seepage condition is conduction, these heatlines represent the heat-
flux lines. On the contrary, the overall magnitude of the conduction
energy flow is less than 3000 [W/m2]. As we will discuss next, this fact
has a direct impact on the growth of the frozen body, especially under
high seepage velocity.
Once the seepage is introduced, one expects an immediate interac-

tion between the groundwater flow and the growth of the frozen wall.
Yet, after 1 and 5 [hr] of freezing under a seepage velocity of 1 [m/
day], the frozen body is barely affected by the flow, as depicted in Fig. 6
(e) and (f), in comparison with Fig. 6 (a) and (b), respectively. On the
other hand, Fig. 7 (e) shows a modest bending in the heatlines in the
frozen body; at this stage, the effect of the seepage on the ice growth is
insignificant, which leads to a symmetric frozen body - similar to the
no-seepage case. Originally, before AGF process starts, heatlines flows
in parallel with the streamlines, as observed in Figs. 6(e) and Fig. 7 (e).
Once freezing begins, the cold pipes start to extract heat from the
ground, forcing the heatline to stop and tilt toward the heat sinks. The
deflection of the heatlines is clearer after 5 [hr] of freezing, as displayed

in Fig. 7 (f). Additionally, some of the heatlines do not approach the
freeze pipes. Instead, they slip away with the direction of the seepage.
This phenomina is apparent after 20 [hr] of freezing - the curvature is
greater, and more heatlines are escaping the frozen zone in the direc-
tion of the flow, as inferred in Fig. 7 (g). It is noticed here that the
convective heat transfer increases significantly at this stage, as com-
pared to the previous two stages. This may be attributed to the fact that
the seepage has to pass through a narrower passage between the
growing, separate frozen bodies, as depicted in Fig. 6 (g). After suffi-
cient time, 40 [hr] in this case, a merged, frozen body is created be-
tween the freeze pipes. The convective seepage is not powerful enough
to hinder the formation of a closed, frozen wall. However, it is strong
enough to cause the frozen wall to swell in the direction of the seepage,
as displayed in Fig. 6 (h). Accordingly, the conductive heat transfer
becomes the dominant mechanism again while the heat-flux lines draw
the direction of the energy flow, as shown in Fig. 7 (h).
The undesirable effect of the groundwater seepage on the evolution

of the frozen body increases at higher velocities. The main behavior,
however, is similar to low-velocity scenario. The ice growth under 1.4
[m/day] at 1 and 5 [hr] is almost identical to the ice growth under 1
[m/day] at the same time frame, as shown in Fig. 6 (i)-(k), and Fig. 7
(i)-(k), as compared to Fig. 6 (e)-(g), and Fig. 7 (e)-(g), respectively.
Several features are apparent from these plots; foremost is that the wall
thickness in the 1.0 [m/day] case is larger than the 1.4 [m/day] case.
This is due to the fact that the seepage at higher velocity has more
convective energy that could interfere with the freeze pipes and reduce
their efficiencies. Furthermore, although the 1.4 [m/day] flow suppose
to have higher energy, the magnitude of the local net energy flow be-
tween the freeze pipes is lower than the 1.0 [m/day], as discerned in
Fig. 7 (k) and Fig. 7 (g), respectively. As discussed previously, the
narrower the passage between the freeze pipes, the higher the seepage
velocity. However, the magnitude of the global net energy flow in the
1.4 [m/day] case is higher, which force the frozen body to elongate
more with the flow. Moreover, after 40[hr] of freezing, the frozen body
under 1.4 [m/day] seepage stretched more in the direction of the flow
and yet to merge, as depicted in Fig. 6 (l) and Fig. 7 (l). The flow
convective energy at this stage is still higher than the power of the

Fig. 5. Model validation against experimental data [31,40] at various seepage. (a), (b), (c), and (d) shows thermocouples in x-direction; whereas (e), (f), (g), and (h)
shows thermocouples in y-direction. (a) and (e) no-seepage condition; (b) and (f) seepage of 1.0 [m/d]; (c) and (g) seepage of 1.4 [m/d]; (d) and (h) seepage of 2.0
[m/d].

Table 2
The main parameters at three levels. The base case is highlighted in bold

Spacing Coolant's Temp. Seepage Velocity Seepage Temp.

[m] [∘C] [m/d] [∘C]
0.3 −20 0.0 5
1.0 −25 0.05 10
2.0 −30 0.1 15
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freeze pipes. Therefore, the AGF process should continue in order to
create a closed, frozen wall.
Fig. 6 (m)-(p) and Fig. 7 (m)-(p) demonstrate the performance of

AGF process under seepage velocity of 2 [m/day]. The overall behavior
is drastically changed, as compared to the previous cases. Clearly, high
seepage velocity hinders the hydraulic sealing between the freeze pipes.
The energy of the freeze pipes is not powerful enough to overcome the
high-velocity of the warm groundwater seepage, which could have a
significant impact on the overall AGF process. Also, by comparing the
magnitude of the net energy flow in the unfrozen areas throughout the
freezing process, one can observe a minimal change in the overall
magnitude. However, in the previous two cases (1 and 1.4 [m/day]),
the magnitude reduced significantly from its initial values. This means
that at high seepage velocity of 2 [m/day] the convective and con-
ductive parts of the energy flow, as described in Eq. (11), reach an
equilibrium stage, where the power of the heat sinks is not adequate to
advance the size of the frozen body.

5.2. Spacing between freeze pipes

The distance between freeze pipes is one of the main design para-
meters in any AGF system, which requires particular attention during
the design stage. In this study, three typical freeze pipes’ spacing in
underground mines were selected (see Table 2). Fig. 8 (d), (e), and (f)
reveals the effect of the distance between two freeze pipes on the de-
velopment of the frozen body. The x-axis and y-axis are the lengths in
meters. The figures show the temperature contours and the velocity
streamlines of each case after three days of continuous freezing. The
radius of the frozen body reduces while spacing between two pipes
increases. This is to be expected for two reasons: (i) the fact of having
two heat sinks (i.e., the freeze pipes), and (ii) the size of the ground
structure that needs to be frozen, which is characterized by the distance
between the pipes. If a freezing system has a single freeze pipe, one can
predict a similar growth rate under similar operating conditions. In our
case, however, there are two freeze pipes. The contribution of the
neighbor freeze pipe to the growth of the frozen body is inversely
proportional to the distance between the pipes at the same time frame.
The corresponding heatlines are observed in Fig. 9(d) and (e), and

(f). The heatlines of the 0.3 [m] case, as indicated in Fig. 9 (d), are
pointed directly to the freeze pipes, showing that the groundwater
seepage has a negligible effect on the progression of the frozen wall. As
defined in Eqn. (11), the conductive part of the net energy flow is in-
versely proportional to the characteristic length, L, of the medium
q L( 1/ ). This leads us to the fact that at the same operating condi-
tions, the contribution of the conductive heat transfer to the net energy
flow reduces with increasing the distance between the freeze pipes.

5.3. Velocity of the groundwater seepage

The groundwater seepage is one of the main challenges that face
any AGF process. It increases the time needed to create a closed, frozen
wall. In certain conditions, the flow could prevent the hydraulic sealing
between two freeze pipes. Fig. 8 (b), (e), and (h) and Fig. 9 (b), (e), and
(h) demonstrate the impact of the groundwater seepage on the evolu-
tion of the frozen body after three days of continuous freezing. Clearly,
the thickness of the frozen wall is identical in the three cases. The
elongation in the flow direction, however, is greater at higher seepage
velocity. While discussing the seepage velocity and the growth of the
frozen wall, it is instructive to introduce here the Péclet number, which
is a dimensionless number that is used in calculations involving con-
vective heat transfer.

Pe uLheat transport by convection
heat transport by conduction

= =
(17)

where k c( /( ))p= is the thermal diffusivity. Based on the definition of
the Péclet number, Pe, and the formulation of the energy flow in Eq.

(11), one can anticipate that, at the same operating conditions, in-
creasing the seepage velocity will boost the heat transport by convec-
tion, as compared to the heat transport by conduction, which in turn
increases the magnitude of the net energy flow in the unfrozen area.
Thus, affecting the growth and the shape of the frozen body by dragging
some heatlines away from the freeze pipes, which can be observed in
Fig. 9 (e) and (h).

5.4. Temperature of the coolant

The temperature of the coolant is one of the key operating para-
meters that determine the thickness of the frozen body. The sub-zero
temperature is required to overcome the sensible and latent heat of the
groundwater in the porous ground structure. In this study, three brine's
temperatures are analyzed: −20, −25, and −30 [∘C]. The results of
these three cases are shown in the diagonal plots in Fig. 8 (a), (e), and
(i) and Fig. 9 (a), (e), and (i). Several features are apparent in these
plots, notably that the frozen body gets thicker when wall's temperature
is colder. The dominating mechanism in the frozen area is conduction.
The conductive heat transfer, q, has a proportional relationship with the
temperature difference, q T . Thus, at lower brine's temperature, the
frozen body should be thicker, taking into consideration similar design
and operating conditions. Moreover, because the frozen body is thicker
at lower coolant's temperature, the free aisle between the frozen areas is
narrower. Thus, the seepage velocity increases, as illustrated pre-
viously, forcing the frozen body to prolong in the direction of the flow.

5.5. Temperature of the seepage

The temperature of the groundwater flow has the least effect on the
thickness and the shape of the frozen body, as compared to the other
parameters, as depicted in Fig. 8 (c), (e), and (g) and Fig. 9 (c), (e), and
(g). Note, however, that the frozen body at seepage temperature of 5
[∘C] is somewhat thicker than the frozen wall at 15 [∘C], as inferred
from Fig. 8 (g) and (c), respectively. This behavior can be attributed to
the enthalpy of the seepage, which is directly related to the flow tem-
perature; dh c dT( )p= . At higher enthalpy, the freeze pipes require
more energy to overcome convective energy of the warm flow. The
physical reasoning behind the stretch of the frozen body in the direction
of the flow is similar to the previous discussion.

5.6. Closure time

Thus far, we have examined the impact of design and operating
parameters on the progression of the frozen body, and now we address
the effect of the parameters on the closure time, which is defined as the
time needed to create a closed, frozen wall between two freeze pipes
with a core temperature of −5 [∘C].
Fig. 10(a) shows the closure time at different spacing. At 0.3 [m]

spacing, the closure time is around 2.2 [day]. The symmetrical freezing
growth of this case, as inferred in Fig. 11(d), shows that the ground-
water seepage has a negligible effect on the AGF process when the
freeze pipes are close to each other. At 1.0 [m] spacing, the time in-
creases to a value around 9.1 [day]; 4.5 times higher than the 0.3 [m]
case. The closure time increases substantially to 72.1 [day] at 2.0 [m]
spacing. This increase is due to the fact that the ground domain per
pipe's unit length increases dramatically, while the heat sink in all cases
stay the same: two freeze pipes with coolant temperature of −25 [∘C].
The domain size per pipe's unit length increases from (0.3 [m]× 3.3
[m]), (1.0 [m]×11.0 [m]), to (2.0 [m]×22.0 [m]). The width of the
domain increases to satisfy the boundary-condition independence that
has been discussed previously. Even if the ground domain has the same
width of 3.3 [m], still, the size of the domain increases from 1 [m3], to
3.3 [m3], and to 6.6 [m3]. Hence, higher sensible and latent energy, and
higher convective flux associated with the 10 [∘C] groundwater flow
have to be extracted by the same freeze pipes. Thus, the closure time
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increases substantially with freeze pipes spacing.
Furthermore, the downstream part of the frozen body tends to

elongate in the direction of the seepage. Ideally, a single freeze pipe
creates a circular frozen body. However, the warm groundwater see-
page forces the frozen body to lengthen in the same direction of the
flow. The elongation has a proportional relation with the spacing, as
shown in Fig. 11(e) and (f). As discussed previously, the freeze pipes
require more time to create a closed, frozen body when the spacing is
larger; hence the seepage has more influence on the shape of the frozen
body at 2.0 [m] spacing, as compared to 0.3 [m] case.
In the case of no-seepage, the time needed to create a closed body is

around 6.4 [day], as shown in Fig. 10 (b). The main heat sink is the
freeze pipes. Therefore, the shape of the frozen body is symmetrical in x
and y directions, as shown in Fig. 11 (b). In the case of 0.05 [m/d]
seepage, it took the freeze pipes 9.1 [day] to create the required frozen
body. One can observe from Fig. 11 (e) that the frozen body is slightly
shifted in the direction of the flow. However, the heat flux through the
freeze pipes is large enough to overcome the energy of the flow. Now, in
the case of 0.1 [m/d] the freeze pipes require more energy to overcome
the total energy of the flow. The closure time, in this case, increases to
almost 12 [days]. It is notable here that the width of the downstream
part of the frozen body increases from 0.5 [m] at the no-seepage sce-
nario, to 1 [m] in the highest velocity case (see Fig. 11(e) and (f)). This

Fig. 10. The influence of the freeze pipes' spacing, seepage velocity, freeze pipe
coolant's temperature, and seepage temperature on the closure time.

Fig. 11. Temperature contours of AGF process at different design and operating conditions. The frozen bodies are represented here with the zero iso-therm.
horizontal plots (d), (e), and (f) highlight the effect of pipes spacing; vertical plots (b), (e), and (h) represent the impact of groundwater seepage; the diagonal plots
(a), (e), and (i) show the influence of coolant's temperature; and the other diagonal plots (c), (e), and (g) display the effect of the seepage temperature. Individual
plots describe certain parameter: (a) coolant's temperature of −20 [∘C]; (b) no-seepage condition; (c) seepage temperature of 15 [∘C]; (d) spacing of 0.3 [m]; (e)
spacing of 1.0 [m] (base case); (f) spacing of 2.0 [m]; (g) seepage temperature of 5 [∘C]; (h) seepage of 0.1[m/d]; and (i) coolant's temperature of −30 [∘C].

Fig. 12. The effect of the groundwater seepage on the closure time at different
freeze pipes' spacing; 0.3, 1.0, and 2.0 [m].
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is due to the higher convective energy of the flow.
Before addressing the effect of coolants' and seepage's temperatures,

we return our attention to the interaction between groundwater see-
page and freeze pipes' spacing with a view to the impact on the closure
time. Fig. 12 demonstrates the influence of groundwater seepage on the
closure time at different pipes' spacings. One can observe that the clo-
sure time at 0.3 [m] spacing is way shorter than the other two cases, in
spite of the existence of the seepage. Moreover, the closure time jumped
suddenly from around 4.5 [hr], with no-seepage, to around 2 [day],
although the seepage velocity is as low as 0.01 [m/day]. This demeanor
emphasizes the significant impact and the important role of the
groundwater seepage on the formation of the frozen wall. On the other
hand, at the pipes' spacing of 1 and 2 [m], it is observed from the figure
that the seepage hinders the formation of a closed, frozen wall at ve-
locities higher than 0.1 and 0.05 [m/day], respectively. These results
highlight the importance of developing proper design parameter prior
to actual construction takes place.
Fig. 10(c) shows the influence of the coolant's temperature on the

closure time. At brine's temperature of −30 [∘C], the freeze pipes re-
quire 7.4 [day] to create a frozen wall. The time increases to 9.1 and
12.6 [day] while coolant's temperature increases to −25 and −20 [∘C],
respectively. This is to be expected since the brine's temperature is di-
rectly and proportionally related to the heat flux through the freeze
pipes. Lower coolant's temperature means higher T between the pipe
and the ground, which yields a higher heat transfer rate. Consequently,
less time is required to overcome the ground's and seepage's energy.
Fig. 11 (a), (e), and (i) illustrate the effect of the brine's temperature on
the thickness and shape of the frozen body. Although the total width of
the frozen body in the coldest freeze pipe case is the lowest, which is in
certain cases undesirable, the time needed to reach this stage is less
than the time in the coolant's temperature of −20 [∘C] case. Therefore,
at the same time t, the width of the coldest freeze pipes at −30 [∘C] will
be larger than the width at −20 [∘C] brine's temperature case.
The seepage temperature has the smallest impact on the closure

time, as compared to the other parameters. The closure time increases
from 8 [day] at flow temperature of 5 [∘C] to 9.1 [day] and to 12 [day]
in the case of flow at 10 [∘C] and 15 [∘C], respectively, which can be
discerned from Fig. 10 (d). Also, the change of the frozen body width
and shape is negligible as compared to the other cases, as inferred in
Fig. 11 (c), (e), and (g). The discussion of the effect of this parameter on
the AGF process has been illustrated previously in Section 5.5.

6. Conclusions

A mathematical model of an artificial ground freezing process under
various seepage velocity has been derived, analyzed, and validated. A
computational study, has been carried out with a view to studying how
various design and operating parameters affect the overall performance
of the AGF process. The concept of heatlines has been introduced to
provide a deeper understanding of the impact of the groundwater
seepage along with other design and operating parameters on the de-
velopment of the frozen body between two freeze pipes.
It has been shown that a range of parameters - freeze pipes' spacing,

seepage velocity, coolant's temperature, and seepage temperature - af-
fect the overall performance of the AGF process in terms of closure
time, frozen body thickness, and shape of the frozen wall. It should also
be mentioned that the spacing between two freeze pipes has the highest
influence on the freezing time and the shape of the frozen body. On the
contrary, the seepage temperature has the least influence among the
other parameters on the performance of AGF process.
The computational study presented here can be extended to, e.g.,

optimize the design and operating condition based on the analysis of
the heatlines and the entropy generation, which will be our future
work.
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